
 

Profiling CFS code  

 

 

 

 

• Makes the default version of CrayPAT available 

•  Subsequent compiler invocations will automatically insert necessary. 

• hooks for profiling (not always up-to-date with latest third-party 
compilers) 

• Binaries are not automatically instrumented 

 

 

 

• Build the binary of the application/program/code with “pat_build” 

command you want to profile. Here, we are trying to profile cfs_mlc_coupler 

binary. 
 

 

 

NOTE : If you are getting below error while executing the above command : 

 



 

 

Resolution : You have to rebuild the binary with the perftools module loaded. 

Ex. :  

 

 

If the command is successfule <binary_name>+pat file will get created. In our 

example cfs_mlc_coupler+pat is got created. 

 

Now lets try to profile cfs_atmos : 

 

 

 

• -S option Builds code with profiling hooks, then instruments the 
binary. 

• Result named cfs_atmos_fcst+pat 

• To know more about available options, please execute : 
man pat_build command. 

• After executing above command below directory will be created in 
the output directory of the application : 
 

 
 
NOTE : 



• Running the “+pat” binary creates a data file “*.xf” or a directory in 
run directory 

• pat_report reads that data file and prints lots of human-readable 
performance data. Creates an *.ap2 file. 
 

 

 
 

NOTE : THE NAME OF THE OUTPUT DIRECTORY MAY VARY. 
 

To generate profile report execute below command : 
 

pat_report <profiling directory name> 
 

 
 

 
 

As you can see its unable to find the *.ap2 files, we need to generate it. [ NOTE : 
you may get such errors sometime. ] 
 
Resolution : you need to generate ap2 file. 
 

 
 



As you can see 001660.ap2 file is now created and which you can use to analyze 
the profile data. 
 

 
 
 

The above command is used to show the profile data and the source code. 
 
To know more please execute : 
    
    man pat_report 
 
Or  
 
   pat_report -O help 
 
Sample Output : 
 



 
 
 

Another Example : 
 

In the below example we are trying to trace MPI routines. 
 

 
 

Sample Output After Successful Execution: 
 



 

 
 
  

For further help/queries  please mail us at : 
 

pratyushsupport@tropmet.res.in 

mailto:pratyushsupport@tropmet.res.in

